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Abstract 

There are people who often get lost and there are others who donôt. Those who get lost, in other words 

those who have a poor sense of direction or spatial recognition, are called ñ ○fi♅ (houkou-onchi)ò. 

What makes those people houkou-onchi? What are the differences between people who get lost and others? 

In an attempt to answer these questions, three applications were developed using virtual reality (VR) and 

informed with references related to cognitive psychology. To develop VR applications, Oculus Rift and 

HTC Vive for hardware, and Unity and Blender for software were used. Those applications were used to 

collect data about spatial recognition and to determine the essence of houkou-onchi. For data collection, 

experiments were conducted in which subjects answer a questionnaire, play applications to test their spatial 

recognition and psychological ability, and worked on a paper task. In total, 23 1st year university students 

joined in the experiments. According to the collected data and analysis based on data, it was found that the 

faster psychological ability, which is mental rotation, a person has, he/she can understand directions. 

Making actions while exploring a virtual space can help a person remember what he/she sees. In addition, 

personal lifestyle or environment have no influences to spatial recognition. In summary, through this 

research, VR applications which simulate real world walking were developed. These applications helped 

collect data and determine differences between people who get lost and others. 
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1 Introduction 
 

 

1.1 Background 

Nowadays, Virtual Reality (VR) has grabbed peoplesô attention around the world. Commercial VR Head 

Mounted Displays (HMD) have been produced by various companies, such as HTC, Oculus, Sony, and 

Samsung. VR is currently mainly used for entertainment due to possible financial gains. For example, on 

Steam, Oculus or PlayStation store, lots of VR games are available. But not only entertainment. VR has a 

long history of being used in medical, military, education, and research fields. Moreover, companies and 

researchers have revealed benefits that VR has to human abilities. In this research, using a HMD and game 

engine called Unity, VR applications were developed in order to learn about human spatial recognition. 

 

1.2 Purpose 

The purpose of this research is to determine the differences between people who get lost (called houkou-

onchi ) and others who donôt, using original VR applications in which users can explore a uniquely designed 

virtual city.  
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2 Literature Review 
 

 

Houkou-onchi, or getting lost, is a common topic, and a number of books and articles about it have been 

published [1] [2]. There are also some books related to houkou-onchi based on cognitive psychology. 

Shingaki states: ñto find out a direction to a certain place using a map requires mental rotation [2]; the 

ability to rotate mental representations of two-dimensional and three-dimensional objects in the human 

mindò [3] so if the direction a person faces and the direction of a map match, it becomes easier to understand 

because it needs less calculation of rotations in the mind. Shingaki also states that ñpeople who get lost tend 

to care about something irrelevant to the route while walking; for example, other pedestrians or carsò [2]. 

In contrast, ñothers who are not prone to getting lost care mainly about landmarks which are helpful to 

understand directionsò [2]. 

It is known that a person can pay more attention to certain things while walking or exploring. In an 

experiment using a driving game, a significant difference in neural activation was detected when a subject 

was viewing a target object as opposed to a non-target object [4]. Those things a person cares and notices 

while walking are used to remember routes to places.  

Tversky found out ñpeople can form coherent mental representations of the spatial relations among 

landmarks whether learned from direct experience, or learned vicariously through languageò [5]. Subjects 

could produce a correct map from learning descriptions about it. Tversky states ñitôs inefficient to remember 

a route as successive snapshots of the world because this would not allow recognition or navigation from 

other points of viewò. 

Therefore, in short, people remember a route by finding certain things and understanding the connections 

among them. But things they care about can be different. Besides, in terms of understanding a map, a 

cognitive ability named ómental rotationô is required, so the differences among people about cognitive 

ability and attention to things can indicate what factors influence people who get lost.  

The purpose of this research is to collect relevant data and evaluate spatial recognition. The target age 

group is about 20 year old undergraduate university students. In this research, VR devices are used, so age 

must be over 13. 

There are a number of benefits of using virtual environments. In an experiment by Shingaki, subjects 

walked around a city in real world holding a video camera and recording their voices while exploring [2]. 

Even when using the same street, everything canôt be same: different cars or pedestrians can pass; weather 

or temperature can be different as well. However, in this research, the same application will be used for 

subjects, so the condition can be more consistent and controlled. In addition, more quantitative data can be 

collected in the virtual environment. For example, using sensors embedded into head mounted display 

(HMD), the face angle of a subject can be tracked anytime, so itôs easy to find what objects are in the 

subjectôs eyesight. The data of face angle can also be used to measure how frequent a subject looks up or 

down. Depending on looking up or down, things which a person sees can be fairly different. 

In addition, Mollison used a computer screen to represent the virtual world in his driving game [4]. To 

figure out if a subject noticed a target, the rate of how much space that target took up on screen was used. 

Besides, the amount of visual information a subject could get was limited because of the screen. But with 

HMD, subjects can see things more freely because as they move their head, their view changes 

simultaneously. Moreover, virtual activities can affect userôs cognitive ability. Optale found significant 

improvements in long term memory and several other aspects of cognition using a virtual environment [6]. 

Transference of improvements from the virtual to the real world was shown in neuro rehabilitation as well 
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[6]. 

Google have launched applications which enable users to move around places in the world, such as 

Google Map and Google Earth. Recently an application named Google Earth VR in which a user can move 

around in a realistic virtual world has become available. Applications developed in this research are similar 

to those applications but rather designed to observe userôs behavior, particularly how he/she figures out 

directions and what he/she notices and looks at. 

In summary, ideas used to design experiments and tasks in a virtual space were based on experiments 

conducted by other researchers in the real world. Essentially, a virtual world was used to simulate real world, 

so some methods used in real world could be useful in virtual world too. For example, ñsketch mapò is a 

task which makes a subject write down what he/she remembers seeing after walking. Itôs a common method 

to see personôs spatial recognition and memory [7]. Using sketch map, Fujioka found out that changes of 

city structure and life environment affect childrenôs spatial recognition [7].  
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3 Development 
 

 

3.1 Used Software 

 

3.1.1 Unity 

To develop applications, software called Unity was used. Unity is a game engine which offers a graphical 

interface and editor to control 2D/3D objects (Fig. 3-1). To make interactions among player and objects, 

coding is required. The programming language for coding is either C# or JavaScript. In this research 

development, C# was used. Because C# can be used for coding, other C# references and functions can be 

imported to the project too. For example, for data collection, subjectsΐ data during gameplay needed to 

be recorded and output, so File Class was used. Unity is compatible with VR platforms as well, especially 

Oculus Rift and HTC Vive which were mainly used for development and experiments. 

 

 

Fig. 3-1 Unity 

 

3.1.1.1 Steam VR 

To make VR Unity applications, a Unity asset named SteamVR from Asset Store was used. Unity Asset 

is a collection of files which can be used to make a Unity project. Asset Store is an online community where 

free or commercial assets are uploaded and available. 

Unity has various kinds of objects, like 3D object, UI object, and particle object. Camera object is one 

of them. During gameplay, objects in front of that camera object are shown on screen. SteamVR has a 

customized camera object which makes the camera object interactive with a userôs head movement using 

HMD: if a user looks up, the VR camera looks up too and what he/she can see in virtual world changes 

simultaneously. SteamVR can manage not only the position of HMD but also controllers. The position of 

controllers tracked in the real world can be used in the virtual world. Unity objects can be put at that position, 

so in the virtual world of VR applications, 3D models of controller were shown at tracked positions in the 
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real world. As a user moved controllers in the real world, virtual objects followed. 

 

3.1.2 Visual Studio 

Visual Studio is an integrated development environment which Microsoft produces (Fig. 3-2). To make 

C# scripts for Unity projects, this software was used. Fig. A-1 in Appendix A is one of the C# scripts which 

was made and used for this research. What that script does is, when a trigger button pressed, calculate angle 

differences between userôs controller and each direction, either south, north, west, and east, in 3D space. If 

the angle difference is less than 40 degrees, then user moves to that direction in 3D space. It was impossible 

to list all the scripts in Appendix. For example, one script consists of 294 lines of codes. So, all the other 

scripts were put on a DVD-ROM of the resources of this research. 

 

 

Fig. 3-2 Visual Studio 

 

3.1.3 Blender 

The free software, Blender, was used for making 3D models, such as variety of buildings, roads, and 

props like hand camera and sign boards (Fig. 3-3). In this research, all the 3D models were original and 

constructed. Blender can export 3D files for the format which is compatible with Unity. For file format, fbx 

was mainly used. 
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Fig. 3-3 Blender 

 

3.2 Used Devices 

3.2.1 Oculus Rift CV1 

To develop VR applications and collect data, a head mounted display (HMD), Oculus Rift CV1 and its 

controllers named Oculus Touch and sensors named Oculus Rift Constellation were used. The positions 

and angles of CV1 and Touch are tracked by Constellation. This tracking is done mainly by infrared LED 

and sensor. A number of infrared LED are embedded into CV1 and Touch. For example, CV1 has 33 

infrared LED on its front and 10 on its back. Touch has 2 on its front and 22 on the ring attached to Touchôs 

side. While CV1 and Touch are used, they emit infrared lights. Those lights are detected by Constellation, 

especially its infrared camera and image sensor inside. But if detecting infrared lights in real world, other 

lights that have different wave length can be noise. Those unnecessary lights are shut down by a visible 

light filter adhered in front of the infrared camera, so what the infrared camera and image sensor get is just 

information of infrared light. Thatôs how positions and angles are tracked. According to positions and angles, 

what a user sees in a virtual world changes simultaneously. Besides, each display shows things differently 

for two eyes. Thatôs why a user can have an immersive experience in a virtual world. 

 

3.3 Developed Applications 

Three applications were developed to collect data about spatial recognition. 

 

3.3.1 Mental Rotation Quiz 

The first application is a quiz application that was used to test mental rotation ability. Fig. 3-4 shows one 

scene of this application. First, one geometrical object is shown to a user. Then he/she gets four other 

objects: one of them is same as the first object while three of them just look similar but are different. Besides, 

all of them have different angles to make the quizzes difficult. After providing four one-base objects and 

four other objects, a user chooses a correct one. In every quiz, the userôs answer and time spent until 

answering are recorded. After all quizzes are finished, this application outputs a text file which contains the 
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data: whole answers and times. 

 

 

Fig. 3-4 Mental rotation quiz 

 

To make mental rotation questions, images of 3D objects were required to make a subject rotate 3D 

representations in his/her mind. First, using Blender, four kinds of geometrical objects which consist of 

cubes were made. Then those objects were exported as fbx file which is compatible 3D file format with 

Unity. 

 

 

Fig. 3-5 Example of 3D geometrical object 

 

In a Unity scene, the four geometrical objects were lined up horizontally. Rotating and adjusting the 

angle, screen captures of geometrical objects were made. Those images were used for mental rotation 

questions. While making screen captures, how much an object rotated was recorded because the bigger the 

difference of angles between 3D objects gets, the more difficult a question can be. 

 

3.3.2 VR Direction Quiz 

The second application is like a game, in which a user stands on a virtual city and figures out a certain 

direction indicated on a virtual map (Fig. 3-6). 
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Fig. 3-6 VR Direction Quiz 

 

Related to mental rotation, if a direction that a map shows and a direction that a person faces match, itôs 

easier to figure out a direction to go. As a person rotates geometrical objects in his/her mind, he/she rotates 

a map to understand; so if a map requires less rotation, itôs easier to understand. This application will be 

used to test mental rotation ability like the first application (discussed above) but in a different environment; 

that is, a virtual city. Like the quiz application, this application records answers and times and outputs the 

data as a text file. The virtual map that a user has in tasks has completely the same structure as the virtual 

city because itôs made just by duplicating all of the 3D objects which make the virtual city (Fig. 3-7). But 

its scale is one-five hundredth. The original size of the virtual city used in this application is 200 meters by 

200 meters, so the size of map is 0.4 meters. 

 

 

Fig. 3-7 Virtual map 
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To select one direction and answer a question, a user points at a certain direction with the right controller 

and press the trigger button on it as Fig. 3-8 shows. 

 

 

Fig. 3-8 Answering a direction 

 

To indicate which direction a user selects, 4 arrows are put around him/her in the virtual world (Fig. 3-9). 

Each arrow points at either south, north, east, or west. When no direction is selected, all the arrows are 

white. But if one of directions is selected, one arrow for that direction changes; its color changes to red and 

its size doubles to indicate specific direction is being selected. If the angle gap between one direction and 

the front angle of right controller is less than 40 degrees, that direction is regarded as selected. 

 

 

Fig. 3-9 Arrows for answers 
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The structures of the virtual city were made and prepared ahead as txt file. Table 3-1 is an example of 

city data. Every time a subject tries a question, certain city was generated based on selected txt file. Csv 

files used to save city structure consist of long lines of texts. The data each line has name of building, its 

position, and its angle. Unityôs 3D space is made of 3 axes: X, Y, Z. Usually, Y axis is assigned to height, 

so a position on ground can be expressed with X and Z axes. That is why X and Z positions are recorded in 

txt files. When generating a city on txt data, reading lines, buildings are built at a position with an angle 

which one line describes. Txt files used of city structures were made using one script. What that script does 

is essentially the opposite of city generation on txt file; when a virtual city is made with auto generation 

scripts or manually when a certain button on the keyboard is pressed, all the data of each building, its 

position and angle are then written into a txt file. 

 

Table 3-1 Example of city data 

Building name X position Z position Angle 

3x3Building2 10 190 0 

Apartment1 30 60 180 

Parking 150 110 90 

Shop 160 97.5 90 

Parking 0 60 180 

1x1Building1 0 20 270 

ConvenienceStore 90 10 90 

Donut 30 180 90 

FastFood 160 170 270 

 

To help a user understand how to play this application and get used to it, a practice scene was made. 

Essentially, what a user can do is the same as the main scene: just trying direction questions. But the 

instruction for each action is shown above controllers (Fig. 3-10). In this practice scene, userôs data such as 

answers and times are not recorded. 

 

 

Fig. 3-10 Example of instruction 
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3.3.2.1 3D Models 

To make the virtual city look appropriate, 3D models of buildings were required. While developing basic 

system of the applications, pre-installed 3D objects in Unity were used, like sphere and cylinder. But these 

objects were not appropriate because they did not represent ordinary buildings: roof, windows, and door. 

So they were gradually replaced with originally constructed models. Eventually, 14 kinds of models were 

made in total: two 10 meters high buildings, one 30 meters high building, two 50 meters high building (Fig. 

3-11), two apartments, convenience store, fast food restaurant, donut caf®, two shops, police station, and 

car park (Fig. 3-12). 

 

 

Fig. 3-11 3D model of 50 meter high building 
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Fig. 3-12 3D model of car park 

 

The 3D buildings were designed as simple as possible; not so detailed so as not to make a user pay too 

much attention to them during the tasks. At least every building has several features to help subjects 

understand what each building is: for example, the convenience store and supermarket have a signboard; 

parking lot has a pay machine in its space; skyscraper is made tall and has lots of windows. As Dinh states: 

ñthe level of visual detail doesnôt affect user's sense of presence or memory of the environment.ò [8] 

 

3.3.3 VR City Explore 

The third application is quite similar to the second one. In this application, not only a user figures out 

directions with a map in a virtual city, but also moves to a given destination (Fig. 3-13). 3D objects seen in 

the virtual city, like a convenience store, police station, and fast food restaurant, were the same 3D models 

used for the VR Direction Quiz application. 

 

 

Fig. 3-13 VR City Explore 
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To emphasize the goal, a yellow sphere was shown above the goal block (Fig. 3-14). 

 

 

Fig. 3-14 Yellow sphere at the goal 

 

During the task, a user can walk and look where he/she likes in this virtual environment. But the problem 

is, the space used in the real world is limited. In this case, itôs 2 meters by 2 meters, so the virtual space of 

this application is divided every 2 meters. A user walks around this 2 metersô sized block. Of course, a 

function which enables one to move from a block to the other was added. To help a user jump block to 

block, red arrows are shown around user to indicate which direction he/she can move (Fig. 3-15). 

 

 

Fig. 3-15 Arrows which show directions a user can move 

 

To jump to the next block, a user points at one direction that an arrow shows with the right controller and 

press a trigger shaped button on it. 
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When making a 3D environment for games or applications, this rectangular grid representation isnôt 

natural and appropriate, it rather works for 2D tile-based environment [9]. But in this application, a user 

can walk and look around freely in each block of the grid before deciding which direction to go and moving 

to the next block. Besides, motion in virtual space needs to be designed carefully to avoid VR motion 

sickness. Otherwise, a user can have symptoms, such as nausea, disorientation, headaches, sweating, and 

eye strain [10]. Even though the space in the real world is physically limited, there shouldnôt be differences 

between motions of real and virtual world. 

 

 

During gameplay, a user can take pictures in virtual world using hand camera attached above right 

controller (Fig. 3-16). This camera is totally virtual and just follows userôs hand movement. By pressing 

thumb button on right controller, what that hand camera captures is saved as an image file simultaneously 

producing a shutter sound for effect (Fig. 3-17). Those camera images were used as one way to see what 

subjects noticed and paid attention to. 

 

 

Fig. 3-16 Virtual camera 
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Fig. 3-17 Picture taken by virtual camera 

 

By pressing the trigger button on the left controller, a map of the city shows up above the left controller 

in the virtual world. Like the virtual hand camera, this map just follows a userôs left hand movement. What 

that map shows is just positions of start and goal. First, current position was added as well, like navigation 

application. But it was removed because it was found that if a user can see where he/she currently is, then 

he/she doesnôt need to pay attention to buildings. Itôs easy to figure out which direction to move just by 

checking where the current position is, and move. 

In addition to the time spent in a task, the data about the userôs face angle, number of noticed landmarks, 

and route are recorded and are output in a text file. 

Like VR direction quiz application, to help a user understand how to play this application, a practice 

scene was made. In this practice scene, texts for instruction are shown (Fig. 3-18). Every action, such as 

how to move to next block, how to show a map, and how to take pictures, is explained. Each text is located 

at where certain userôs control is required for certain action. For example, instruction for hand camera is 

shown just above it. 
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Fig. 3-18 Instruction text 

 

As opposed to main scene, city structure and positions of start and goal were totally random. The purpose 

of this scene is just practice, so no data is collected. 

 

3.3.3.1 Scripts for City Generation 

Virtual cities used in applications were generated automatically based on the specific algorithm and 

programs designed for the tasks. First of all, the city generation program requires street data of virtual city 

as csv file. This street data needs to be made and designed manually. Street data is 2D tile-based data which 

contains just two kinds of information: ñroadò where a user can pass, and ñwallò where a user cannot. That 

csv file of street data consists of three kinds of letters to represent the information for street data: ówô that 

stands for wall, ó(blank)ô that stands for road, and ó,ô just used to split letters into cells. Fig. 3-19 is an 

example of street data opened in Excel. 
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Fig. 3-19 Example of street data 

 

Once a csv file of street data is ready, city generation program reads it and puts 3D models which stand 

for either road or wall (Fig. 3-20). 

 

 

Fig. 3-20 Roads 

 

Each cell in csv file has 10 meters width and height in virtual world. This 10 meters is a basic scale of 

buildings, so a size 1 building takes up 10 times 10 square meters in virtual world. This city has just roads 

and vacant spaces so next, buildings are put on those vacant spaces (Fig. 3-21). Buildings to be put are 

decided at random. But they can have different sizes, so to prevent some buildings from overlapping each 

other, this process needs to be done according to where vacant spaces are and distance each of them has 
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from the closest road. The reason why the distance between vacant space and road is; if putting a building 

which has size 3 on a space which distance from road is 2, then that building can come out to the road 

depending on the its angle. 

 

 

Fig. 3-21 Virtual city being generated 

 

Before deciding which building to put, distances of each space are calculated. Then one of the spaces 

which has the highest distance value is chosen at random. Next, one building which size is the same or 

closest to the distance value of the space is chosen at random as well. 

The angle of that building needs to be decided too. Angle is either south, north, east, or west. If the front 

of building can face a road, angle is set to that direction. Otherwise set at random. After putting one building 

on the chosen space, distance values of spaces where that building takes up are updated to 0 which means 

no building can be put there anymore. Another program calculates which vacant spaces are taken up 

according to the buildingôs angle. For example, when size 2 building is put on a space which position is (a, 

b), then spaces that building takes up is (a, b), (a+1, b), (a, b+1), and (a+1, b+1). If that building rotates 90 

degrees clock wise, spaces change into (a, b), (a+1, b), (a, b-1), and (a+1, b-1). To calculate this, these 

equations for rotation of vector can be used (1) (2). X and Y are the original positions. Xô and Yô are the 

positions after rotation. ɝ is the value of rotation. 

 

8 ὢ ÃÏÓ— ὣ ÓÉÎ— (1) 

9 ὢ ÓÉÎ— ὣÃÏÓ— (2) 

 

If the distance values of every space become 0, in other words all the vacant spaces are gone, city 

generation finishes (Fig. 3-22). If not, program does all the processes from distance calculations.  

 










































