Constructing Optical LIFO Buffers of Size $B$ with $3\log_2 B$ Fiber Delay Lines
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Abstract—The lack of optical buffer is still one of the main problems that hinder the development of all optical network. The current works on this topic mainly focus on emulating optical buffers with fiber delay line (FDL). Recent advances have shown the feasibility of emulating many kinds of optical buffers, such as the First In First Out (FIFO) buffer, priority buffer, etc. The Last In First Out (LIFO) buffer is another important network components that can be used for providing QoS guarantee and congestion control. Huang et al. introduced a recursive construction of LIFO buffer with buffer size $B$ by using no less than $9\log_2 B$ FDLs [1]. In this paper, we try to reduce the number of required delay lines there. We will show that by combining every 3 fiber delay lines into one group and applying exponential growth of FDLs among groups, one needs only $3\log_2 B$ delay lines to emulate a LIFO buffers of size $B$.

I. INTRODUCTION

Optical buffering is fundamental for contention resolution in optical network. However, the lack of good buffering methods in the optical domain is a major impediment. Until now, the fiber delay lines (FDL) seems to be the only feasible way of realizing optical buffers. In the FDL, packet entering the buffer can depart only after a fixed time, i.e., the time packets need to take to traverse the fiber length [2]. As one fiber can only provide a fixed amount of delay, the length of delay lines and the control algorithm should be carefully designed so that the arrival packets can be delivered to their output link at the right time.

The common approach to buffering packets is to route arrival packets through a series of fiber delay lines connected by switch fabrics. Existing works have shown the feasibility of such constructions. A good survey of these early constructions can be found in [3]. Recent studies on the switch and FDL (SDL) based optical buffer designs have shown the possibility of exactly emulating the behaviors of various electronic buffers, see, for example, First In First Out (FIFO) buffers [1], [4]–[6], Last In First Out (LIFO) buffers [1], [7], Push In First Out (PIFO) buffers (or priority buffers) [8]–[10], shared buffers [11] and etc. A survey of the above constructions can be found in [12].

The research works on this line aim at constructing optical buffers with the least complexity and simple control. Most of the former works provide constructions with as small switch size as possible. It is notable, however, that the long lengths of fiber are also heavy cost. For example, an 1-Tb/s router, with link rate of 40Gb/s and 1 km single-wavelength fiber delay line buffers at each port, would have a total of 8,000 km of fiber delay line [13]. This trend may become worse for future higher capacity router applications. Recent researches in slow light technology show potential for optimizing the length of delay line buffers [14]. On the other hand, the systematic researches are required for optimizing the number of delay lines. Both the results in [8] and [10] indicated that to emulate a general buffer with buffer size $B$, the minimum number of required delay lines is $O(\log B)$.

In this paper, we consider the construction of LIFO buffer, a widely used queuing structure for QoS buffer management in packet switching network [15]. The design of optical LIFO buffer can also shed light on exact emulation of the common optical priority buffer. In [1] P. K. Huang et al. introduced a recursive construction of parallel LIFO buffers. It adopts the idea of two-level cashing that directs a block of packets through different lengthed SDL-cashes under properly selected thresholds. As shown in [1], a LIFO buffer of size $B$ actually requires no less than $9\log_2 B$ delay lines. We argue that the required number of FDLs can be reduced according to the following observations: first, the $3 \times 3$ switches adopted there only allow three connection patterns, and thus an arriving packet has to be stored in buffer space different from the one being freed by the dumped packet; Second, packets movement between two-level cashes always starts from the header of each block, but actually the movement can start from one packet at any position of one block so that buffer line is freed as soon as possible. The motivation of this paper is to reduce the number of delay lines in single LIFO buffer by replacing the multiple...
3 × 3 switches with one switch, which can realize large scale permutation and simplify the scheduling algorithm. Our results show that it is possible to construct a single LIFO buffer with only $3 \log_2 B$ delay lines which is much less than the cost of LIFO buffer in [1] (we note that the constructions in [1] are more general and can work for multiple LIFO queues).

II. THE STRUCTURE OF LIFO BUFFERS

In this section we introduce the definition of optical LIFO buffer, and explore its construction from using the feedback switch architectures.

A. Preliminaries

To simplify the design and operation of optical switches, we assume that the time of system is sliced and synchronized. Additionally, without loss of generality, we further assume that the packet size is fixed, a packet can be transmitted within one time slot, and the length of a delay line is equal to an integer number of time slots.

Definition 1: (Exact emulation) An optical buffer exactly emulates its electronic counterpart if with identical arrival packets and identical departure requests to both the optical and electronic systems, the output and the drop behaviors of the optical buffer is the same as that of the electronic one.

Definition 2: (Optical LIFO buffer) An optical LIFO buffer of buffer size $B$ is a network element with one arrival link $(i_0)$, one departure link $(d_0)$ and one lost link $(l_0)$ that can store up to $B$ packets, as illustrated in Fig. 1. The optical buffer can exactly emulate an electronic LIFO buffer of the same buffer size, i.e., when a departure request comes, the departing packet is always the latest arrived packet among all the packets in the buffer; if the number of buffered packets is equal to $B$, the buffer is full and the newly arrived packet will be dropped before entering the buffer.

Based on these assumptions and definitions, we then explore the SDL based construction of optical LIFO buffer.

B. Architecture

Here, we take into account the commonly used feedback architecture. As illustrated in Fig. 2, this architecture consists of an $(M + 1) \times (M + 1)$ switch fabric, one input port, one output port, and $M$ delay lines connecting $M$ outputs back to $M$ inputs of the switch fabric. The length of $i^{th}$ delay line is denoted as $r_i$. An $1 \times 2$ switch is set in front of the input port for access control. If $B$ packets have already been buffered in the system and there is no departure request, the newly arrived packet will be dropped directly to the lost link via the $1 \times 2$ switch. In the following we will focus on the length setting of $M$ delay lines and the corresponding packet scheduling algorithm such that the structure in Fig. 2 can work as a LIFO buffer.

For the sake of presentation, the packets are assigned with descending priorities according to their arrival order. More precisely, the newly arrived packet is always assigned with the highest priority 1. If a new packet comes to the switch, the priority of all the buffered packets will be increased by one. Similarly, after a packet departs from the system, the priority of packets buffered in FDLs will be decreased by one. To assure that the packet with priority 1 is always available at each time slot, the packet scheduling should satisfy the following rule:

(R1) the packet with priority $p$ is always switched to a delay line with length no longer than $p$.

Otherwise, an extra departure delay will be introduced.

According to the result established in [8], we know that at least $M = \lceil \log_2 B \rceil$ delay lines are required to accommodate $B$ packets in the exact emulation of a FDL based buffer. Following this result, the length of delay lines that serves as buffer are of exponential growth, i.e., the delay lengths will be 1, 2, 4, 8, ..., as illustrated in Fig. 3. The number there shows the priority of buffered packets, where the packet with priority $p$ will be placed in the $(\lceil \log_2 p \rceil + 1)^{th}$ delay line. Someone may wonder if it is possible to build a LIFO buffer with just $\lceil \log_2 B \rceil$ delay lines. Through an example, we will show that it is impossible to build a LIFO buffer of size $B$ by using only $\lceil \log_2 B \rceil$ delay lines.

Example 1: Let us consider the simplest construction where $M = 2$, i.e., there are only two delay lines and their lengths are 1 and 2 separately. Assume that this construction starts from an empty system and no departure request comes from time $t = 0$ to $t = 3$. As illustrated in Fig. 4, one packet arrives at
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time 0, and according to (R1) it is delayed in FDL1 whose length is one time slot. At the beginning of time slot \( t = 1 \), another packet arrives and the former packet is also available at the output of FDL1. After revising their priorities, the newly arrived packet with priority 1 is delivered to FDL1, and the packet with priority 2 can be delivered to FDL2 whose length is 2. If no packet arrives at \( t = 2 \), the packet with priority 1 will circulate in FDL1 for one more time slot. At the beginning of time slot \( t = 3 \), these two packets with priorities 1 and 2 emerge from the outputs of delay lines. If a new packet arrives simultaneously, the problem happens as that there are only two of these three packets can be accepted in two delay lines at this time. One packet has to be dropped although the total length of delay lines is 3 there.

This observation leads to the requirement of introducing additional fiber delay lines, which can delay packets for a while to adjust the time of packets to be inserted into the fiber delay lines serving as buffer. In this paper, only \( 3 \log_2 B \) delay lines are applied. More explicitly, our setting of FDLs is illustrated in Fig. 5, where all the \( M \) FDLs are separated into \( K = \lceil M/3 \rceil \) groups. Except the last group, each of these groups contains three FDLs. The length of FDLs in the \( k \)th group \( G_k \) are all equal to \( 2^{k-1} \), \( k \in [1, K] \). In the next section, we will show that a LIFO buffer of size \( B = \sum_{i=1}^{M} r_i \) can be emulated by properly scheduling packets under the setting of FDLs in Fig. 5.

### III. Packet Scheduling

The main idea of our packet scheduling algorithm is based on the fact that if all the packets arrive back-to-back, the packets with successive priorities will be placed consecutively, as shown in Fig. 3. Such consecutive assignment of packet position is also applied in this paper, since by placing the emerged packet (the head-of-line packet) in the longest line with length smaller than or equal to its priority all the buffered packets can orderly depart from the output port without any void [6]. The challenge of the LIFO buffer design is that the priorities of all the packets should be changed whenever there is an arrival or a departure. Therefore, the problem we need to solve is how to schedule the head-of-line packet so that the packets with successive priorities are stored in the delay lines consecutively.

As exponential growth of fiber delay lines is adopted, the delay length of fibers in one group is always integer time than that of fibers in group with lower index. To guarantee packets consecutive, we order packets movement is in block between groups. By doing so, the delay lines can be dumped or retrieved in consecutive times. Thus, the notation of frame is introduced here, which is the granularity for packet scheduling in different groups. The frame in \( G_k \) contains \( 2^{k-1} \) packets, that is equal to the capacity of one FDL in \( G_k \) and is also equal to the total capacities of two delay lines in \( G_{k-1} \). Specifically, once a packet is delivered to another group, all the other packets belonging to the same frame will follow this operation too. Clearly, it requires consecutive \( b \) time slots to deliver a frame of size \( b \).

For one group, the arrival frames are always placed in the idle FDLs until all the delay lines within this group are occupied. Then we say this group is full. On the contrary, we say a group is idle when all the FDLs in this group have no frame. If a new frame is delivered to a full group, the two frames which contain lower priority packets within this group will be combined together to form a new frame. And then this newly formed frame is immediately sent to the upper group so that the newly arrived frame can be accepted to the idle FDLs. It is notable that a frame departure from one group only happens when its lower group becomes idle. Especially, the departure frame is the frame which contains the highest priority packets within current group.

For ease of comprehension, we give an example of \( M = 7 \), \( K = 3 \) as follows.

**Example 2:** Assume the system works well until the end of time \( T \), the occupation state of FDLs is shown in Fig. 6 (a). Obviously, the \( G_1 \) is full at this time. At the beginning of time slot \( T + 1 \), the packets with priority 1, 2, 3, 5 and 7 become head-of-line packets, and we assume a new packet arrives at this time slot. If no departure request, the priority of all the buffered packets will be increased by one, as shown in Fig. 6 (b). The newly arrived packet is going to be sent to
Fig. 6. An example of packet scheduling

Suppose another departure request comes at time slot $T + 4$ but no arrival, the packet with the highest priority leaves from the output port. Since $G_1$ becomes idle, one frame will be moved from $G_2$ to $G_1$, which is the frame containing two highest priority packets. Thus, after revising the priority of all the packets, the emerged packet with priority 1 now is sent to a FDL in $G_1$. At time slot $T + 5$, the packet with priority 2 is sent to another idle FDL in $G_1$, as that shown in Fig. 6 (f). It is notable that if one packet arrives, we still have an idle FDL to accommodate the new comer.

More formally, the scheduling algorithm is summarized as follows:

<table>
<thead>
<tr>
<th>Scheduling Algorithm</th>
</tr>
</thead>
<tbody>
<tr>
<td>(1) arrival</td>
</tr>
<tr>
<td>if buffer is full then</td>
</tr>
<tr>
<td>drop the newly arrived packet.</td>
</tr>
<tr>
<td>else</td>
</tr>
<tr>
<td>increase the priority of all buffered packets by 1, assign priority 1 to the newly arrived packet and insert it to FDL 1.</td>
</tr>
<tr>
<td>(2) departure</td>
</tr>
<tr>
<td>remove the packet with priority 1, and decrease the priority of remaining packets by 1.</td>
</tr>
<tr>
<td>(3) scheduling of head-of-line packets</td>
</tr>
<tr>
<td>for $k = 1$ to $K$</td>
</tr>
<tr>
<td>if $G_k$ is full then</td>
</tr>
<tr>
<td>if a new frame comes then</td>
</tr>
<tr>
<td>combine the two frames which contain lower priorities packets in $G_k$ together to form a new frame, send the newly formed frame to $G_{k+1}$, accept the new frame to idle FDLs.</td>
</tr>
<tr>
<td>else if $G_k$ is idle then</td>
</tr>
<tr>
<td>if a departure request comes then</td>
</tr>
<tr>
<td>send the frame containing the highest priority packet of $G_k$ to $G_{k-1}$</td>
</tr>
<tr>
<td>if all the FDLs are idle then</td>
</tr>
<tr>
<td>send a departure request to $G_{k+1}$.</td>
</tr>
<tr>
<td>else</td>
</tr>
<tr>
<td>if a new frame comes then</td>
</tr>
<tr>
<td>accept the new frame to idle FDLs.</td>
</tr>
<tr>
<td>if a departure request comes then</td>
</tr>
<tr>
<td>send the frame containing the highest priority packet in $G_k$ to $G_{k-1}$.</td>
</tr>
</tbody>
</table>

Now, we can establish the following theorem.

Theorem 1: For the feedback construction in Fig. 2 with above scheduling algorithm, if the length of $i^{th}$ delay line is set as $r_i = 2^\left\lfloor (i - 1)/3 \right\rfloor$ for $i = 1, \ldots, M$, it can exactly emulate a LIFO buffer of size $B = \sum_{i=1}^{M} r_i$.

Proof: If the scheduling rule (R1) is satisfied, a packet can never be switched to a delay line longer than its value of priority. Therefore, the packet will emerge from FDL earlier
than or at the right time. If the emerged packet is the packet with the highest priority, it can be sent out from output port through switch fabric. Otherwise, following (R1), this packet will be sent back to a delay line no longer than the value of its priority until its turn to depart. Thus, the key point of our proof is to explain that the scheduling rule (R1) is guaranteed under the above scheduling algorithm.

If a frame arrives to $G_k$ from $G_{k-1}$, $k \in [1, \lfloor M/3 \rfloor]$, we can deduce from the above algorithm that $G_{k-1}$ is full at the beginning of this time slot and a new frame arrives to $G_{k-1}$. Similarly, we can also know that the $G_{k-2}$ is full and a new frame comes as well at the beginning of the same time slot, since the newly arrived frame in $G_{k-1}$ must come from group $G_{k-2}$. Following this idea, after scheduling, at least one delay line is full within each of the $k-1$ groups with lower indexes. Thus, the priority of arrival packet in $G_k$ is larger than $\sum_{i=1}^{k-1} 2^{i-1} + 1 = 2^k - 1$. Since the length of delay lines in $G_k$ is $2^k - 1$, the arrival packet will be sent to the delay line whose length is equal to or smaller than the its priority, which means the (R1) is satisfied. For the case that a frame departs from $G_{k+1}$ and is buffered in $G_k$, we have the conclusion that none of the groups with lower indexes than $k$ is idle; otherwise this frame can not be buffered in $G_k$ but go to group with lower index. Thus, the priority of this dumping packet is equal or larger than $\sum_{i=1}^{k-1} 2^{i-1} + 1 = 2^k - 1$ which is the length of FDLs in $G_k$.

Notice that the arrival packet is always sent to the idle delay lines $G_1$ first until $G_1$ becomes full. Similarly, the arrival frame is always sent to the idle FDLs in one group until this group becomes full. Thus, all the delay lines can served as buffer, and the construction can accommodate $\sum_{i=1}^{M-1} r_i$ packets.

IV. CONCLUSION AND FUTURE WORKS

In this paper, we focus on the feedback construction of optical LIFO buffer by using switched fiber delay lines. The considered system consists of an $(M+1) \times (M+1)$ crossbar switch and $M$ fiber delay lines connecting the $M$ outputs of the crossbar switch to its $M$ inputs. We show that under the setting of delay lines in Fig. 5, and by applying the corresponding scheduling algorithm, the feedback construction can really emulate a LIFO buffer with buffer size $B$ with only $3 \log_2 B$ delay lines.

A more challenging but sensible work is the optimal construction of optical priority buffer (named Push in First Out buffer in [10]). The priority buffer is a common model which covers the FIFO buffer and LIFO buffer as special cases. The issue of exact emulation of priority buffers has been addressed in [8]–[10], [16]. Our works can also serve as a foundation for the optimal design of priority buffers.

It is notable that the studies of SDL based buffer emulation in this paper and most former papers only pay attention to the feasibility of optical buffers but did not consider the signal attenuation or spontaneous emission noise problems. This makes the SDL based optical buffer still far from practical. In the future, the practical design of SDL based buffer deserves deliberate studies.
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