cost and better performance than the $M$-algorithm [6] for the same computational cost. The performance–complexity tradeoff of all the demodulators in Figs. 4 and 5 can be improved by employing (unbiased) MMSE preprocessing [10], [18], but the relative tradeoffs remain qualitatively similar. The relative tradeoffs after fewer than four demodulation–decoding iterations are also qualitatively similar.

VI. CONCLUSION

We have proposed a tree-search algorithm for list-based MIMO soft demodulation. The proposed algorithm is based on the “best-first” search principle used in the stack algorithm, but rather than applying that principle to a single (global) stack, the global stack is partitioned into a stack for each level of the tree, and the algorithm sequentially proceeds by performing one best-first search step in each of these stacks in the natural ordering of the tree. By assigning appropriate priorities to the level at which this best-first search per level processing restarts once a leaf node has been obtained, we have shown that the proposed approach can achieve a performance–complexity tradeoff that dominates those of the stack (LISS) algorithm in [2], the list sphere decoder [1], and the $M$-algorithm [6] in the low-complexity region.
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Abstract—An efficient voice-over-IP (VoIP) support at the wireless access point (AP) of a wireless LAN (WLAN) remains a challenge for the last-mile wireless coverage of IP networks with mobility support. Due to the limited bandwidth that is available in WLANs, an accurate analysis of the voice capacity in such networks is crucial for the efficient utilization of their resources. The available analytical models only provide the upper and lower bounds on voice capacity, which may significantly overestimate or underestimate the WLAN’s capability of supporting VoIP and, thus, are not suitable for the mentioned purpose. In this paper, we focus on the voice capacity analysis of a wireless 802.11(a/b) AP running the distributed coordination function (DCF). In particular, we show that by incorporating the clients’ spatial distribution into the analysis, we are able to develop a new analytical model for a much more accurate estimation of the average voice capacity. By properly exploring this spatial information, we further propose a new scheme for AP placement such that the overall voice capacity can be enhanced. The efficiency of the new voice capacity model and the new AP placement scheme is validated through both analytical and simulation studies.
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I. INTRODUCTION

Voice over Internet Protocol (VoIP) is one of the fastest-growing Internet applications due to its cost efficiency and its promising ability to merge voice communication with other multimedia and data applications [1]. Driven by the huge demands for flexible connectivity and portable access at reduced costs, wireless local area networks (WLANs) are increasingly making their way into residential, commercial, industrial, and public areas. While the majority of traffic in WLAN are data, it is expected that the voice application will become
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The rest of this paper is organized as follows. Section II introduces the background and related work. In Section III, we develop an analytical model to estimate the voice capacity based on the CSD. In Section IV, we introduce a new scheme for voice capacity enhancement. Section V presents the validation of our model and scheme. Finally, we conclude this paper in Section VI.

II. BACKGROUND AND RELATED WORK

In this section, we introduce the IEEE 802.11 DCF-based WLAN and the voice capacity of WLAN.

A. IEEE 802.11 DCF-Based WLAN

The basic access method in IEEE 802.11 WLANs is the DCF, which is based on carrier-sense multiple accesses with collision avoidance. In the DCF, all the clients with packets that are ready for transmission observe the shared medium before attempting to transmit. If the medium is sensed busy, the clients delay the transmission until the medium is sensed idle for the period of a DCF interframe space (DIFS). The clients then enter the backoff phase, in which every client chooses a random backoff counter from \([0, CW_{\text{min}}]\) (where \(CW_{\text{min}}\) is the minimum contention window size). The backoff counter decreases by 1 for every idle timeslot and freezes if the channel is sensed busy. The decrement procedure is resumed after the channel is sensed idle again for a period of DIFS. The client transmits the packet when the backoff counter reaches 0. If the packet is successfully received, then the receiver transmits an ACK following a short interframe space (SIFS). In case of a failed transmission due to collision or transmission error, the sender may attempt to retransmit his packet for a specific number of trials before it is dropped, where the contention window size is doubled for each trial until it reaches the maximum value \((CW_{\text{max}})\). Following every successful transmission, the contention window size is reset to its initial (minimal) value.

B. Voice Capacity of WLAN

The available analysis on the WLANs’ voice capacity has been conducted via both experiments in [3]–[5] and analytical models in [6]–[8]. Based on a testbed, [3] shows that the 802.11b can only support ten voice connections by adopting G.711 voice codecs, 10-ms audio payload, and silence suppression. A measurement experiment without silence suppression was carried out in [4], which indicates that only six voice connections can be accommodated. In [5], it has been shown that the 802.11b can support up to 10 G.711 and 18 G.723.1 voice connections with 20 and 30 ms of audio payload, respectively. In general, the available measurement results indicate that the silence suppression and the audio payload interval heavily affect the voice capacity. These experiments, however, can only be considered as case studies and may not generally be applicable.

On the analytical model side, the model in [6] considers the overheads (e.g., the voice packet header, DIFS, SIFS, ACK packet, and random backoff) and simplifies the voice capacity analysis with the assumption that there are no collisions. In [7], another better analytical model was proposed by assuming that there are always two active stations competing for the wireless channel. In [8], the authors improved the previous models by considering both the details of collision avoidance mechanism and the practical AP bottleneck effect induced by the unbalanced traffic of AP/clients. Although the available models successfully quantified the factors that affect the voice capacity, like overheads, unbalance traffic load, and collision, they only provide the theoretical upper or lower bounds on the voice capacity since they always assume a constant transmission rate (either the maximum or the minimum) in their analysis.
III. ANALYTICAL MODELING FOR VOICE CAPACITY

In this section, we introduce the voice capacity analysis and also our new approach for it.

A. Voice Capacity Analysis

To analyze the AP’s voice capacity, we first need to understand the maximum channel throughput that can be achieved in the AP, as modeled in [6] and [7], that is,

\[
\frac{T_P \cdot R_{\text{avg}}}{T_{\text{voice}} + T_{\text{Ack}} + T_{\text{SIFS}} + T_{\text{DIFS}} + T_{\text{Backoff}}}.
\] (1)

The foregoing equation indicates that the channel throughput is a function of the AP’s average transmission rate \( R_{\text{avg}} \) and other parameters like the time \( T_P \) needed to transmit the voice payload, the time \( T_{\text{voice}} \) needed to transmit the voice packet, the SIFS time \( T_{\text{SIFS}} \), the DIFS time \( T_{\text{DIFS}} \), the time \( T_{\text{Ack}} \) needed to transmit the acknowledgment packet, and the backoff time overhead \( T_{\text{Backoff}} \).

For an IEEE 802.11 WLAN, \( T_{\text{SIFS}} \) and \( T_{\text{DIFS}} \) in (1) are usually constants, whereas \( T_P = S_P/R_{\text{avg}} \), \( T_{\text{voice}} = T_{\text{PHY}} + (S_{\text{MAC}} + S_h + S_P)/R_{\text{avg}} \), and \( T_{\text{Ack}} = T_{\text{PHY}} + (S_A/R_{\text{avg}}) \) are determined by other basic parameters. \( S_{\text{MAC}}, S_h, \) and \( S_P \) are the sizes of the voice packet medium access control (MAC) header, real-time transport protocol/user datagram protocol/IP header, and voice payload, respectively. \( S_A \) and \( T_{\text{PHY}} \) are the Ack packet size and the time needed to process the physical layer overhead, respectively. Finally, \( T_{\text{Backoff}} \) in (1) can be evaluated based on the following formula with the consideration of collision [7]:

\[
T_{\text{Backoff}} = \begin{cases} 4.5 \times 9 + T_w \times 0.06 \text{ ms} , & \text{for IEEE 802.11a WLAN} \\ 8.5 \times 20 + T_w \times 0.03 \text{ ms} , & \text{for IEEE 802.11b WLAN} \end{cases}
\]

where \( T_w \) is defined in terms of the basic parameters as

\[
T_w = T_{\text{SIFS}} + T_{\text{DIFS}} + 2T_{\text{PHY}} + \frac{1}{R_{\text{avg}}} (S_H + S_P + S_A + S_{\text{MAC}}).
\]

The typical values for the preceding basic parameters (except \( R_{\text{avg}} \)) are shown in Table I(a) when the IEEE 802.11a/b standards are considered.

Based on the preceding channel throughput model, the voice capacity \( C \) of the AP (i.e., the number of VoIP connections the AP can simultaneously support) can be estimated as in (2), shown at the bottom of the page, where all the voice calls are assumed to use the same voice codec with a bit rate of 16 kbps. The figure clearly indicates that the voice capacity \( C \) is significantly affected by the variation of \( R_{\text{avg}} \). For example, the IEEE 802.11a WLAN can support up to 92 G.729 voice connections (with 30 ms payload size) if \( R_{\text{avg}} \) is equal to 54 Mbps. This capacity is dramatically decreased to 48 if \( R_{\text{avg}} \) decrease to 6 Mbps. Therefore, an accurate model of \( R_{\text{avg}} \) is crucial for the efficient estimation of the voice capacity in WLAN.

\[
C = \left[ \frac{S_P \cdot R_{\text{avg}}}{{2L} \cdot [(S_H + S_P + S_A + S_{\text{MAC}}) + R_{\text{avg}}(2T_{\text{PHY}} + T_{\text{SIFS}} + T_{\text{DIFS}} + T_{\text{Backoff}})]} \right]
\] (2)

TABLE I

IEEE 802.11(a/b) DCF-BASED WLAN PARAMETERS AND CSD PATTERNS

<table>
<thead>
<tr>
<th>Part</th>
<th>Item</th>
<th>802.11b</th>
<th>802.11a</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Transmission rates R</td>
<td>11, 5.5, 2, and 1 Mbps</td>
<td>54, 48, 36, 24, 18, 12, 9, and 6 Mbps</td>
</tr>
<tr>
<td></td>
<td>Slot Time</td>
<td>20 μs</td>
<td>9 μs</td>
</tr>
<tr>
<td></td>
<td>T_{SIFS}</td>
<td>10 μs</td>
<td>16 μs</td>
</tr>
<tr>
<td></td>
<td>T_{DIFS}</td>
<td>50 μs</td>
<td>34 μs</td>
</tr>
<tr>
<td></td>
<td>C_{\text{min}}</td>
<td>32</td>
<td>16</td>
</tr>
<tr>
<td></td>
<td>C_{\text{max}}</td>
<td>1024</td>
<td>1024</td>
</tr>
<tr>
<td></td>
<td>Retry Limit</td>
<td>7</td>
<td>7</td>
</tr>
<tr>
<td></td>
<td>T_{\text{PHY}}</td>
<td>192 μs</td>
<td>24 μs</td>
</tr>
<tr>
<td></td>
<td>S_{\text{MAC}}</td>
<td>(34 Byte × 8)</td>
<td>(64 Byte × 8)</td>
</tr>
<tr>
<td></td>
<td>S_{\text{H}}</td>
<td>(40 Byte × 8)</td>
<td>(56 Byte × 8)</td>
</tr>
<tr>
<td></td>
<td>S_{\text{P}}</td>
<td>(payload × 8)</td>
<td>(payload × 8)</td>
</tr>
<tr>
<td></td>
<td>S_{\text{A}}</td>
<td>(14 Byte × 8)</td>
<td>(14 Byte × 8)</td>
</tr>
</tbody>
</table>

Table I

<table>
<thead>
<tr>
<th>Section</th>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Part A</td>
<td>Pattern 1</td>
<td>((\lambda_1, \ldots, \lambda_8) = (79,52,39,30))</td>
</tr>
<tr>
<td></td>
<td>Pattern 2</td>
<td>((\lambda_1, \ldots, \lambda_8) = (25,54,\ldots,16,14))</td>
</tr>
<tr>
<td></td>
<td>Pattern 3</td>
<td>((\lambda_1, \ldots, \lambda_8) = (56,35,30,27,22))</td>
</tr>
</tbody>
</table>

Fig. 2. Voice capacity of 802.11a under different \( R_{\text{avg}} \).

B. New Model for \( R_{\text{avg}} \)

For an accurate estimation for \( R_{\text{avg}} \), we first need to characterize the spatial distribution of the clients. Given a WLAN coverage area, we use a grid to equally divide it into \( m \) squares \((S_1, S_2, \ldots, S_m)\), as illustrated in Fig. 1. Supposing that the number of clients \( N_{S_j} \) in square \( S_j \) \((j = 1, \ldots, m)\) follows the Poisson distribution\(^2\) with a mean value of \( \lambda_{S_j} \), and that these clients \( N_{S_j} \) are uniformly distributed

\(^2\)In practice, due to the mobility of clients in WLAN, they may randomly enter and leave a square independent of each other. Therefore, the number of clients in a square can generally be regarded as a random process similar to the random occurrence of an event per a specified region, which can nicely be described by a Poisson distribution. That is why the Poisson distribution assumption has widely been adopted to describe the number of mobile clients in a specified area [10], [11].
inside the square, then the spatial distribution of the clients in the WLAN area can be described in terms of \((\lambda_1, \lambda_2, \ldots, \lambda_m)\).

The step down of the transmission rate in one of the AP's coverage area virtually creates multiple mutually exclusive rate ranges \((\delta_1, \ldots, \delta_k)\) around it (please refer to Fig. 1), where each range \(\delta_i\) has a particular transmission rate \(r_i, i = 1, \ldots, k\). A number of models have been developed to predict the distance limit of each \(r_i\) for a given AP (see, for example, [14] and [15]). Thus, the area size of each delta range \(\delta_i\) can easily be calculated by treating these distance limits as the radius of multiple overlapped circles sharing the same center point (i.e., the AP).

Let \(\psi_{ij}\) denote the intersection between \(\delta_i\) and \(S_{ij}\), that is,

\[
\psi_{ij} = S_{ij} \cap \delta_i, \quad \text{for } 1 \leq i \leq k, \quad 1 \leq j \leq m.
\]

Then, each \(\delta_i\) can be expressed in terms of \(\psi_{ij}\) as

\[
\delta_i = \bigcup_{j=1}^{m} \psi_{ij}, \quad \text{for } 1 \leq i \leq k.
\]

We denote the number of clients in \(\psi_{ij}\) by \(N_{\psi_{ij}}\). Since the clients are uniformly distributed inside a square \(S_{ij}\), then \(N_{\psi_{ij}}\) also follows the Poisson distribution with the mean value \(\lambda_{\psi_{ij}}\) determined as

\[
\lambda_{\psi_{ij}} = \frac{|\psi_{ij}|}{|S_{ij}|} \times \lambda_{S_{ij}}
\]

where \(|S|\) denotes the size of area \(S\). We denote the total number of clients in the range \(\delta_i\) by \(N_i = \sum_{j=1}^{m} N_{\psi_{ij}}\). Based on the statistical property of the Poisson distribution, the random variable \(N_i\) also follows the Poisson distribution with the mean value \(\lambda_i = \sum_{j=1}^{m} \lambda_{\psi_{ij}}\). Thus, the spatial distribution defined in terms of \((\lambda_1, \lambda_2, \ldots, \lambda_m)\) is now transformed into \((\lambda_1, \lambda_2, \ldots, \lambda_k)\). If we further denote the total number of clients in the coverage area of the AP by \(N = \sum_{i=1}^{k} N_i\), then we can easily prove that the random variable \(N\) also follows the Poisson distribution with the mean value \(\lambda = \sum_{i=1}^{k} \lambda_i\).

Based on the preceding lemma, we now can establish the following theorem regarding the evaluation of \(R_{avg}\) for an AP.

**Theorem 1:** Given a WLAN AP with \(k\) mutually exclusive rate ranges \(\delta_i (i = 1, \ldots, k)\), suppose that the transmission rate and the expected number of clients for the range \(\delta_i\) are \(r_i\) and \(\lambda_i\), respectively. Then, the average transmission rate \(R_{avg}\) of this AP can be estimated as

\[
R_{avg} = \sum_{X=1}^{\infty} e^{-\lambda X} \frac{X!}{x_1! \cdots x_k!} \prod_{i=1}^{k} \left( \frac{\lambda_i}{X} \right)^{x_i} \cdot \left( \frac{1}{X} \sum_{i=1}^{k} x_i \cdot r_i \right)
\]

where \(\lambda = \sum_{i=1}^{k} \lambda_i\). Since the random variable \(N\) also follows the Poisson distribution with the mean value \(\lambda\), then we have

\[
\Pr(N_1 = x_1, \ldots, N_k = x_k | N = X) = \frac{X!}{x_1! \cdots x_k!} \prod_{i=1}^{k} \left( \frac{\lambda_i}{X} \right)^{x_i}
\]

\[
\Pr(N_1 = x_1) = e^{-\lambda} \frac{\lambda^{x_1}}{x_1!}
\]

The mutual independence of \(N_i\)’s indicates that their joint probability distribution is given by

\[
\Pr(N_1 = x_1, \ldots, N_k = x_k) = \prod_{i=1}^{k} e^{-\lambda_i} \frac{\lambda_i^{x_i}}{x_i!}
\]

\[
= e^{-\lambda} \prod_{i=1}^{k} \frac{\lambda_i^{x_i}}{x_i!}
\]

\[
\text{where } \lambda = \sum_{i=1}^{k} \lambda_i\text{, since the random variable } N\text{ also follows the Poisson distribution with the mean value } \lambda\text{, then we have}
\]

\[
\Pr(N_1 = x_1, \ldots, N_k = x_k | N = X) = \frac{e^{-\lambda} \prod_{i=1}^{k} \lambda_i^{x_i}}{X!} \frac{X!}{x_1! \cdots x_k!} \prod_{i=1}^{k} \left( \frac{\lambda_i}{X} \right)^{x_i}
\]

\[
= \frac{1}{X} \sum_{i=1}^{k} x_i \cdot r_i
\]

\[
\text{Theorem 1: Given a WLAN AP with } k \text{ mutually exclusive rate ranges } \delta_i (i = 1, \ldots, k), \text{ suppose that the transmission rate and the expected number of clients for the range } \delta_i \text{ are } r_i \text{ and } \lambda_i, \text{ respectively. Then, the average transmission rate } R_{avg} \text{ of this AP can be estimated as}
\]

\[
R_{avg} = \sum_{X=1}^{\infty} e^{-\lambda X} \frac{X!}{x_1! \cdots x_k!} \prod_{i=1}^{k} \left( \frac{\lambda_i}{X} \right)^{x_i} \cdot \left( \frac{1}{X} \sum_{i=1}^{k} x_i \cdot r_i \right)
\]

where \(\lambda = \sum_{i=1}^{k} \lambda_i\). Since the random variable \(N\) also follows the Poisson distribution with the mean value \(\lambda\), then we have

\[
\Pr(N_1 = x_1, \ldots, N_k = x_k | N = X) = \frac{e^{-\lambda} \prod_{i=1}^{k} \lambda_i^{x_i}}{X!} \frac{X!}{x_1! \cdots x_k!} \prod_{i=1}^{k} \left( \frac{\lambda_i}{X} \right)^{x_i}
\]

\[
= \frac{1}{X} \sum_{i=1}^{k} x_i \cdot r_i
\]
Based on Lemma 1 and (12), we can see that \( F(R_{\text{avg}} | N = X) \) is given by

\[
F(R_{\text{avg}} | N = X) = \sum_{x_1, \ldots, x_k \geq 0 \atop x_1 + \cdots + x_k = X} \left( \frac{1}{X} \sum_{i=1}^k x_i \cdot r_i \right) \cdot \left( \frac{X!}{x_1! \cdots x_k!} \prod_{i=1}^k \left( \frac{\lambda_i}{X} \right)^{x_i} \right). \tag{13}
\]

Substituting (13) into (10), we can see that \( R_{\text{avg}} \) is determined by (9).

### IV. New Scheme for AP Placement

With the help of CSD, we propose here an AP placement scheme for voice capacity enhancement.

#### A. Motivation

At the time of building a new WLAN, the network designers usually select the geometric center of the considered area to place the AP. As we will show in the next section, \( R_{\text{avg}} \) is heavily affected by the CSD. Notice that, in practice, the clients in an area may nonuniformly be distributed (please refer to Fig. 6 for illustration), so its geometric center may be far from the squares with high client density. Therefore, placing the AP at the geometric center of such an area may significantly degrade \( R_{\text{avg}} \) and thus result in a waste of the WLAN’s limited resources. It is notable, however, that some recent studies [16], [17] clearly indicate that despite the diversity of the individual’s mobility, the human’s mobility pattern in an area (like urban) is actually predictable and stable. Based on the preceding observations, we propose here a new scheme for AP placement based on a careful consideration of the CSD.

#### B. Proposed Scheme

The main idea of the new scheme is to place the AP as near as possible to the squares with higher client densities such that the average voice capacity can be enhanced as much as possible. By regarding each square’s density as a mass point located at the center of the square, this AP placement problem is actually similar to the typical problem of finding the center of gravity (CG) for a set of point masses [13]. The CG for a collection of masses is the point where all the weight of these masses can be considered to be concentrated, and this CG usually does not coincide with their intuitive geometric center. It is notable that to balance the forces that simultaneously act on all the masses, the CG is naturally nearer to the points with heavier masses. It is notable that to balance the forces that simultaneously act on all the masses, the CG is naturally nearer to the points with heavier masses.

For a collection of point masses \( M_1, \ldots, M_m \) located at \((x_1, y_1), \ldots, (x_m, y_m)\), respectively, let \((x_{cg}, y_{cg})\) denote the coordinate of their CG. Then, the summation of all the gravitational torques created by these masses must be equal to the opposite torque at \((x_{cg}, y_{cg})\) to balance the forces that simultaneously act on all the masses. Denoting by \( g \) the constant of gravity, the torque at a point \((x, y)\) with mass \( M \) is equal to the force \( M \cdot g \) times the distance from the axis of rotation [13]. Thus, we have

\[
\sum_{j=1}^m M_j \cdot g x_j = \sum_{j=1}^m M_j \cdot g x_{cg} \tag{14}
\]

\[
\sum_{j=1}^m M_j \cdot g y_j = \sum_{j=1}^m M_j \cdot g y_{cg}. \tag{15}
\]

The foregoing equalities imply that the torque about the origin would be the same if the entire weight acted through the CG instead of acting through the individual masses. Solving the \( x \) and \( y \) coordinates of the CG, we have

\[
x_{cg} = \frac{\sum_{j=1}^m M_j x_j}{\sum_{j=1}^m M_j}, \quad y_{cg} = \frac{\sum_{j=1}^m M_j y_j}{\sum_{j=1}^m M_j}. \tag{16}
\]

Inspired by the preceding typical CG problem, we propose here the following scheme for AP placement (or equally for determining the coordinate \((x_{AP}, y_{AP})\) for the AP).

**AP Placement \((x_{AP}, y_{AP})\)**

1. Use a grid to equally divide the WLAN area into squares \( S_j, j = 1, \ldots, m \).
2. Acquire the expected average number of clients \( \lambda_j \) in square \( S_j \).
3. Determine the coordinate \((x_j, y_j)\) for the center of \( S_j \).
4. Determine \((x_{AP}, y_{AP})\) as

\[
x_{AP} = \frac{\sum_{j=1}^m \lambda_j x_j}{\sum_{j=1}^m \lambda_j}, \quad y_{AP} = \frac{\sum_{j=1}^m \lambda_j y_j}{\sum_{j=1}^m \lambda_j}. \tag{17}
\]

5. Place AP at \((x_{AP}, y_{AP})\).

In the next section, the voice capacity enhancement from using the preceding scheme will be demonstrated.

### V. Numerical Results

In this section, we first verify the efficiency of the new voice capacity model through simulation. Then, we demonstrate the voice capacity enhancement through using the new AP placement scheme.

#### A. Simulation Settings

Our simulation is based on the topology shown in Fig. 1. We developed simulators for DCF-based IEEE 802.11a/b WLANs with the basic parameters defined in Table I(a). The three CSD patterns considered in our simulation are illustrated in Fig. 6, where each pattern is stored in a database in the form of a 2-D array of cells. Their corresponding data of the average number of clients \( \lambda \) in each range \( \delta \), which are derived based on the method in Section III, are summarized in Table I(b). The transmission rate \( R \) in IEEE 802.11a and IEEE 802.11b WLANs is stepped down every 10 and 20 m, respectively. With respect to the voice codec, we adopt G.711 and G.729 with a variety of payload sizes \((10, 20, 30, \text{and } 40 \text{ ms})\).

#### B. Effect of Square Sizing

To understand how the grid’s square size affects the estimation efficiency of our new voice capacity model, we conducted both simulation and analytical analysis on an IEEE 802.11a WLAN when a different square size is adopted. The G.729 voice codec with 30-ms payload size was used, and the clients were spatially distributed in WLAN according to patterns 1 and 2 illustrated in Fig. 6. We conducted our analysis by first regarding the whole WLAN’s coverage area \( A \) as one big square \((m = 1)\), and then, we gradually divide it into multiple equal-sized squares \((m = 4, 9, 16, 25, \ldots, \text{etc})\), where the analytical estimation of the voice capacity is performed for each value of \( m \) until the analytical and numerical results are matched. The corresponding results are summarized in Fig. 3.

We can easily see from Fig. 3 that the number of squares \( m \) (or equally the square size \( A/m \)) can significantly affect the efficiency of our model for the estimation of the voice capacity. For example, for

\(^{4}\)The cells are small enough such that each cell contains a maximum of one client.
pattern 1, where the actual voice capacity is 85, the estimation of our model is enhanced from 60 to 82 as \( m \) increases from 1 to 49 (i.e., \( A \) is divided into \( 7 \times 7 = 49 \) equal-sized squares). The results in this figure also clearly indicate that when the square size \( A/m \) is small enough (or equally when the number of squares \( m \) is larger enough), the number of clients can be regarded as uniformly distributed in a square, and thus, our model can always result in a very efficient estimation of the actual voice capacity. However, for a given estimation error of voice capacity, how to find the minimum number of required \( m \) is a complex issue since it is determined by many factors, like the overall area \( A \), the total number of users in the WLAN, how these users are distributed in this area, etc. Nevertheless, compared to the old upper and lower bound models, the estimation efficiency of the voice capacity can significantly be improved by adopting our model even with a rough partition of \( A \).

C. Model Verification

Figs. 4 and 5 show the numerical and analytical results for the IEEE 802.11a/b WLANs’ voice capacity under different CSD patterns. For comparison, we also show in both figures the results of the upper and lower bounds. The two figures clearly show that with the help of the CSD information, our analytical model is able to provide a very efficient estimation of the real voice capacity, whereas the corresponding estimations from the available upper and lower bounds are too far from the real case. For example, for the IEEE 802.11a WLAN with G.711 voice codec and 30-ms payload, the voice capacity’s upper and lower bounds are 76 and 26, respectively, whereas the numerical and analytical results under the first CSD pattern are 65 and 63, respectively. Similarly, in case of the IEEE 802.11b WLAN with G.729 voice codec and 30-ms payload, the voice capacity’s upper and lower bounds are 22 and 9, respectively, whereas the numerical and analytical results under the third CSD pattern are 12 and 13, respectively. The preceding results indicate that the CSD can significantly affect the \( R_{\text{avg}} \), so it should carefully be considered for an accurate estimation of the actual voice capacity.

D. Voice Capacity Enhancement

To demonstrate the efficiency of the proposed scheme for AP placement, we studied the three different CSD patterns illustrated in Fig. 6, where the accumulation of the client density with respect to the \( X \)- and \( Y \)-axes is also shown. Without losing generality, we conducted our study based on an IEEE 802.11a WLAN with G.729 voice codec and 30-ms payload. The implementation results of our proposed scheme are summarized in Fig. 6. For comparison, we also include in that figure the corresponding results when AP is always placed at its geometric center regardless of the CSD. It is notable that the proposed scheme can always result in a voice capacity enhancement for any CSD pattern here, particularly when clients are unsymmetrically distributed.
in the WLAN coverage area. For example, for the first and second (asymmetric) patterns, the voice capacity improvements are 40% and 18%, respectively. On the other hand, for the third (symmetric) pattern, the enhancement is not so significant. The foregoing results indicate that the CSD should carefully be considered in the AP placement, particularly for W-LANs that suffer from resource limitation and clients that are unsymmetrically distributed in the area under consideration.

VI. Conclusion

In this paper, we have developed a new model for $R_{avg}$ estimation as well as a new scheme for WLAN AP placement with the consideration of CSD. We have shown through both simulation and analytical studies that the proposed model can provide a very efficient estimation for WLAN voice capacity and that this capacity can significantly be enhanced if we properly place the AP by using our new placement scheme, particularly when clients are unsymmetrically distributed in the WLAN area. It is expected that the work in this paper will contribute to the network planning and protocol design of future VoIP over W-LANs.

Notice that the regular rate region pattern considered in this paper may be too simple to be realistic; therefore, one future work will be to examine the efficiency of our model for $R_{avg}$ estimation based on a more realistic rate-region pattern that incorporates the effect of more factors like the channel fading and the shadowing effect. Another interesting future work will be to find a way to determine the required number of equal-sized squares for a given maximum-allowed estimation error of our model in voice-capacity estimation.
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Abstract—We study the error performance of the binary phase-shift keying (BPSK)-modulated distributed selection combining (SC) and distributed switched-and-stay combining (DSSC) schemes that utilize a single fixed-gain amplify-and-forward (AF) relay under Rayleigh fading conditions. The error performance of the distributed maximal ratio combining (MRC) is also investigated, which serves here as a benchmark. The numerical examples confirm that SC and DSSC offer a simpler substitute for MRC without much loss in performance. Moreover, we interestingly note that the performance of DSSC with a single fixed-gain AF relay is similar to that of DSSC with a single decode-and-forward relay, despite its relative simplicity.
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